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Abstract 
 

In this study, we offer a new method for categorizing brief texts by integrating lexical and semantic characteristics. We offer a refined 

metric for selecting lexical characteristics and then use a reservoir of prior knowledge that spans the domains of interest to identify 

relevant semantic features. When words and meanings are put together, it creates done by assigning varying weights to words in a map 

of themes. The number of features is reduced to the number of subjects in this manner. Our classification system, a Support Vector 

Machine (SVM), uses Wikipedia articles as training data. Results from our experiments demonstrate that, in comparison to other 

strategies for labelling brief texts, our approach is more successful. 

 

1. Introduction 
 

In a wide variety of fields, text categorization plays a crucial function. Web applications like social networks, 

online review systems, etc. have increased the amount of brief messages and news we encounter daily. For the 

automated categorization of brief texts, traditional text mining techniques have limitations. Texts, such as the 

absence of detail in a sentence's context and the casual language used to explain ideas. 

In order to solve these issues when categorizing brief writings, it is usual practice to supplement the original 

texts with extra information. One technique is to use search engines, then use the information gleaned from 

those searches to create additional material that provides further context [1, 2, and 3]. Another option is to 

supplement your expertise with data from third-party sources (like Wikipedia or the Open Directory Project) [4, 

5, 6, and 7]. Although these two approaches enhance short text categorization to varying degrees, there is a 

disadvantage in dealing with the quantity of irrelevant and noisy information if we naively enlarge original texts. 

In text mining, probabilistic latent topic models [6, 8, 9, and 10] have been employed successfully. These types 

of models often presume that each text has a multinomial distribution across the themes that have been learned 

from domain-specific datasets. Because there are so few subjects to cover, the texts' vector space is no longer 

sparse and their individual dimensionalities have shrunk. Because these models must guarantee that every text 

has some chance of being created by any of the subjects, we find that the probabilities of all topics are non-zero. 

This implies that there are connections between pretty much every subject and every paragraph. However, in 

practical contexts, a book may only be connected to a few of themes and may have no connections to others at 

all. When dealing with  

 

 

 

Brief texts, the limits of relying only on topic distribution become readily apparent. 

To overcome these constraints, we present a topic model based method that takes into account both lexical and 

semantic aspects in order to classify brief texts. In order to learn subjects in relation to all target categories, we 

use a background knowledge library, similar to other current approaches. Once we have all of the subjects from 

the repository, we utilize Gibbs sampling to associate each word in the short texts with the appropriate learning 

themes. In other words, we would assign each occurrence of a word to a subject, and then use these topics to 

describe a brief paragraph. This allows us to see how some, but not all, of the words in a brief text may be 

mapped to subjects. We also use various mapping weights based on the discriminatory power of words. 

We consider that the subject to which a set of words is allocated has a stronger connection to the target category 

if those words are consistent with that set. Therefore, we introduce the lexical evidence-based expected cross 

entropy approach for gauging the discriminative power of words in compact texts. Every now and again, we 

take a step back and assess the results and impact of our Tested the suggested method using the Google Snippet 

and Consumed datasets, utilizing Wikipedia as a reference. Our strategy outperforms conventional approaches, 

as shown by the experiments. Here is how the rest of the paper is structured. The context and related works are 

presented in Section 2. Our methodology is laid forth in Section 3. Section 4 demonstrates experiments and 

analysis of results on two real-world datasets. Section 5 contains the debate, while Section 6 provides some last 

thoughts. 
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2. Related Work 
 

Over fitting is a common issue in text classification, and the large dimensionality of feature space is one of the 

key obstacles to this task. Over the last several years, many different feature selection methods have been 

proposed in an effort to lower dimensionality. TF-IDF, IG, MI, ECE, et cetera are all measures of informational 

gain and frequency [11]. In turn, these qualities are used to symbolize documents. To predict the category labels 

of new, unseen documents, we may apply a classification model (K-Nearest Neighbour, Naive Bays, or Support 

Vector Machine) to the training set and generate a classifier. The term "lexical-based classification" is used to 

describe this sort of categorization strategy. Once topic models gain traction in the semantic analysis 

community, a new field of semantic-based text categorization emerges. Using topic distribution settings for each 

document, [8] and [9] decreased the dimensionality of the feature space of a document to the number of topics, 

which was then paired with a conventional classifier to accomplish classification. 

In [12], a classified label representing a subject was assigned to each document. In order to combine labelled 

and unlabeled data into a single probabilistic model, [13] introduced a new cross-domain text classification 

approach that builds upon the original PLSA algorithm. Topics and labels were mapped one-to-one in [14], 

making the method applicable to multi-label categorization. While the aforementioned lexical-based and 

semantic-based classification methods work well enough for lengthy texts, the emergence of new forms of short 

texts in recent years has created new challenges for categorizing them.  By comparing the online search results 

of the candidate terms with the content of the blog, [15] suggested a technique for extracting significant subject 

phrases from a blog, therefore determining whether the site provides rich material. By using the L2 

normalization of the centred of each short text, [1] provided a contextual vector to represent each text. Whole 

sets of results from a search engine. To aid in the comprehension of brief and badly written documents, the 

authors of [16] used TAGME, a strong tool for identifying significant terms for tagging such texts. Words' 

lexical weight and the connections of subjects that they belonged to were taken into account in [17]'s suggested 

themes based similarity assessment approach for choosing feature words. Short texts were evaluated in [10] with 

the assumption that they all pertain to the same subject. 

 

3. Proposed Approach 
In the following, we will describe our method in depth. The following is the major step in our methodology. 

Pick a reputable external repository, and pull out some larger texts that pertain to the goal categories to use as 

context. Use a topic model to extract relevant information from these larger texts. 

Third, using our refined predicted cross entropy, choose feature words that can be used to differentiate between 

alternatives. As the vector representations of brief texts, map the weighted words to appropriate subjects. 

Five, use labelled data to train a classification model. 

Category Topic Learning 

Our method uses a knowledge base to discover information relevant to the desired subject areas it is crucial to 

choose a repository with sufficient material to exhaustively cover categories and their associated subjects. In 

order to learn themes, we first gather linked lengthy texts and then use a topic model. Inferred from a database 

of common sense information using a generative probabilistic model called Latent Dirichlet Allocation (LDA) 

[8], one may extract the semantic themes present in a corpus and use them to create an understanding of the 

data. The central concept is to model texts as multinomial distributions over latent themes, with each topic itself 

being described by a multinomial distribution over words. In order to generate LDA, the following steps are 

taken. 

 

The parameters of the distribution of documents and topics, respectively, are determined by the hyper-

parameters and the topic-words parameter in the generating process. LDA's graphical representation is seen in 
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Fig. 1. The distribution of documents' themes and the distribution of topics' words are both obtained by a Gibbs 

sampling technique. Within this framework, after all the words in short texts have been mapped to subjects 

using our method, we are interested in kit (the likelihood word t is given to topic k). Following instruction on 

necessary prerequisite knowledge, kit might be learned: 

 

Where V is the total number of words in the vocabulary not is the number of times word t appears in topic k, 

and no is the total number of words in topic k. According to the description of the creative process, is the hyper-

parameter. 

 

 Feature Selection 

Word frequency and the association between words and categories are both taken into account by the feature 

selection metric known as expected cross entropy (ECE). A higher ECE value indicates that the associated word 

is more important in determining the category to which it belongs. The standard formula for determining the 

ECE of the word w is: 

 

Where w stands for the word and Chi stands for the category it falls under. Here, we provide a two-stage 

enhancement to this feature selection metric. To begin, it has been observed that a representative term from 

category A may not play a significant role in category B. We choose alternative (B), where each category has its 

own weight for each word, as opposed to the second option (Equation 2), where each word has the same weight 

across the board. The following formula might be used to determine how much emphasis is placed on certain 

words:  

 

According to Equation (3), a term is more likely to have a high weight with respect to category I if it has a 

strong association with category I or if category I am of small size. Secondly, we anticipate that most unique 

terms will belong to a single group. In harmony with the whole. The M-ECE value of a given word is calculated 

using Equation (4), where M stands for the category we have chosen. 

 

Selecting the most distinctive N words from each group allows lexical characteristics to be represented. When 

we combine these feature words with semantic characteristics in the next step of our process, we provide various 

weights to the mappings for each word. 
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 Words Mapping with Weight 

In this work, we show how to extract meaning from text and map features onto a finite set of subjects. Then, we 

demonstrate how to describe a brief text using a combination of lexical and semantic characteristics while 

keeping the feature space's dimensions the same. We begin by relating the terms in these brief passages to 

previously taught themes. The Gibbs method of sampling is used. We utilize Formula (5) to repeatedly label 

every word in each text with a category. 

 

 

Where F (w, Ci) represents the M-ECE value of the word w for the given category Ci. In other words, the 

greater the significance of the term inside the category, the greater the mapping weight it will get. If a brief text 

is represented using themes, then the related subject will be highlighted. Short texts may still be represented by 

all these taught themes, despite the fact that the members of the vector are different when compared with only 

considering semantics. 

 

4. Experiment and Analysis 
Data Set 

To test the efficacy of our method, we experiment on two different datasets. The Google Snippet 1 Dataset 

includes 8 distinct types of search engine results. To conduct our experiments, we selected 5 groups from the 

original dataset, as indicated in Table 1. The medical abstracts in Consumed 2 come from The 23 subheadings 

that make up 1991's Mesh (Medical Subject Headings) index. To supplement the primary dataset, we choose 

five categories from the original dataset and extract information from a subset of the abstracts. Table 2 displays 

some data about Consumed. 

Table 1: Google Snippet Dataset 

 

Table 2: Consumed Dataset 

 

As we can see, the average length (Avenel) of texts in Google Snippet dataset is only ca. 16 after pre-

processing. Although abstracts of Consumed dataset are much longer, they still contain less word co-occurrence. 

Table 3: Background Dataset for Google Snippet 
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Table 4: Background Dataset for Consumed 

 

Results and Analysis 
 Evaluation of M-ECE 

A series of tests were conducted to prove the use of our modified version of the standard ECE measure for 

feature selection. Both the Google Snippet and Consumed datasets were used in the analysis. To compare the 

effectiveness of standard ECE and our modified measure M-ECE, we applied both measures to feature sets of 

varying sizes, from 50 to 350. Classifying texts using a support vector machine (SVM). Figure 2 displays the 

results of the categorization. 

 

(a) Google Snippet 
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(b) Consumed 

 

Fig. 2: Classification Accuracy of Traditional ECE and M-ECE 

As we can see in Fig. 2(a), M-ECE outperforms classic ECE in virtually all circumstances, with the exception of 

feature size 300, when they both perform similarly. In particular, this advantage becomes more apparent at low 

feature sizes, while the performance of classic ECE and M-ECE is only approximate at low feature sizes. 

Becomes bigger. We also found that accuracy remains almost constant when feature count increases above 200, 

suggesting that this dataset's lexical categorization benefits most from a feature size of 200. On the Consumed 

dataset (shown in Fig. 2(b)), M-ECE also outperforms classic ECE in most situations. The exception is when the 

feature size is 250. Furthermore, if we use conventional ECE as a selection metric, accuracy starts to drop down 

at feature size 200. On the other hand, M-ECE maintains its accuracy even as feature sizes increase. Thus, we 

infer that M-ECE is a more efficient and reliable method than ECE. 

Impacts of Number of Topics 

Here, we show how the categorization accuracy of our method would change as the number of subjects changed. 

The baseline dataset was subjected to LDA many times, with the number of topics varied between 40 and 160. 

We built feature spaces of varying dimensions while leaving the mapping process alone. According to the 

categorization we can observe that Google Snippet is quite accurate, with a maximum of 93.87% at subject 

number 60 and a minimum of 92.73% at topic number 160. As the number of topics in a Consumed dataset 

grows or shrinks, the accuracy varies somewhat. However, it remains almost constant when the number of 

topics exceeds 100. Because of this, we may say that our method's accuracy is relatively invariant over a wide 

range of subject matter. 

 

Fig. 4: The Effect of Different Training Sizes 
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Fig. 5: The Effect of Topic Numbers 

6. Conclusion 
 

In this research, we provide a new measure technique to pick lexical characteristics from short texts, and we also 

describe a unique way to combining lexical and semantic features for short text classification. Results from 

experiments show that both feature selection and classification for short texts may be improved. The next step in 

our research will be to use our suggested method for text analysis and mining in different contexts. Moreover, 

we're curious about using correlated topic models as an extension of the basic latent dirichlet allocation model 

(LDA) to mine small texts for not only certain semantic elements, but also the correlations between these 

variables. 
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